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oogle Colab

Pay As You Go

$9.99 for 100 Compute Units

$49.99 for 500 Compute Units

You currently have O compute units.

Compute units expire after 90 days.
Purchase more as you need them.

v No subscription required.
Only pay for what you use.

v Faster GPUs
Upgrade to more powerful GPUs.

https://colab.research.google.com/

)

Recommended

Colab Pro

$9.99 per month

v 100 compute units per month
Compute units expire after 90 days.
Purchase more as you need them.

v Faster GPUs
Upgrade to more powerful GPUs.

+ More memory

Access our highest memory machines.

v Terminal

Ability to use a terminal with the
connected VM.

Select countries and 18+ only:

v Al-enabled autocompletions
Intelligent multi-line suggestions

automatically rendered while you type.

v Code generation

Generate code with natural language,
including an integrated chatbot.

Colab Pro+

$49.99 per month

All of the benefits of Pro, plus:

v/ An additional 400 compute units for a

total of 500 per month.

Compute units expire after 90 days.
Purchase more as you need them.

Faster GPUs

Priority access to upgrade to more
powerful premium GPUs.

Background execution

With compute units, your actively running

notebook will continue running for up to
24hrs, even if you close your browser.

https://colab.research.google.com/signup

Everyone registered to the class receives 3-month subscription to Colab Pro,

Colab Enterprise

Pay for what you use

v Integrated

Tightly integrated with Google Cloud
services like BigQuery and Vertex Al.

Enterprise notebook storage

Replace your usage of Google Drive
notebooks with GCP notebooks, stored
and shared within your cloud console.

Productive

Generative Al powered code completion
and generation.

Jupyter
o


https://colab.research.google.com/
https://colab.research.google.com/signup

Create a new notebook  htesilcolab.research.google.com/
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Connect to a runtime session
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Change runtime type
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Choose GPU's to speed up
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Text cells use Markdown syntax

Text cells and code cells  Diison > eenrchanodacomsnotehoo
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An SVM example from Scikit-Learn Text cell

import matplotlib.pyplot as plt
import numpy as np
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from sklearn import svm Code cell
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p.random.seed(Q)
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https://colab.research.google.com/notebooks/markdown_guide.ipynb
https://colab.research.google.com/notebooks/markdown_guide.ipynb
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EXterﬂaL data https://colab.research.goo

ext

Permit this notebook to access your Google Drive files?

This notebook is requesting access to your Google Drive files. Granting access to
Google Drive will permit code executed in the notebook to modify files in your

Google Drive. Make sure to review notebook code prior to allowing this access.

No thanks Connect to Google Drive



https://colab.research.google.com/notebooks/io.ipynb

Google drive accessible from the session
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Download the notebook
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Open in playground mode

New notebook
Open notebook Ctrl+0

Upload notebook

Rename
Move

Move to trash

Save a copy in Drive
Save  copy a5 Gthub Gist Sharing and collaboration
Save a copy in GitHub
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24 w = clf.coef_[0]

25 a = -w[0] / w[1l]

26 xx = np.linspace(-5, 5)

27 yy = a * xx - (clf.intercept_[0]) / w[1]




Codey — Al-powered code generation
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https://blog.google/technology/developers/gooagle-colab-ai-coding-features/



https://blog.google/technology/developers/google-colab-ai-coding-features/

More resources about Colab

https://colab.research.qgoogle.com/notebooks/intro.ipynb



https://colab.research.google.com/notebooks/intro.ipynb
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O PyTorch A deep learning software framework

Basic components
e [ensors — basic data objects
e Autograd — auto-differentiation
e Optimizer — optimization algorithms
e Both CPU & GPU support

Specialized components
e Neural network modules (torch.nn)
e Domain-specific modules (torchvision, torchtext,
torchaudio, etc)



Cross-platform, cross-language, cross hardware

PyTOI"Ch Get Started Ecosystem v Mobile Blog Tutorials Docs v Resources v GitHub Q

INSTALL PYTORCH QUICK START WITH
CLOUD PARTNERS

Select your preferences and run the install command. Stable represents the most currently tested and

supported version of PyTorch. This should be suitable for many users. Preview is available if you want the Get up and running with PyTorch
latest, not fully tested and supported, builds that are generated nightly. Please ensure that you have met quickly through popular cloud
the prerequisites below (e.g., numpy), depending on your package manager. Anaconda is our platforms and machine learning
recommended package manager since it installs all dependencies. You can also install previous versions of services.

PyTorch. Note that LibTorch is only available for C++.

aws i
PyTorch Build Stable (2.1.0) Preview (Nightly) % Hmadon Webisenicesid
>

Platform

Package Conda LibTorch Source
Language Ci+/Java Microsoft Azure >
Compute Platform ROCm 5.6 CPU

pip3 install torch torchvision torchaudio --index-url https://download.pyt

Run this Command orch.org/whl/cu1ls

https://pytorch.org/

NOTE: PyTorch LTS has been deprecated. For more information, see this blog.


https://pytorch.org/

Learning PyTorch with examples

https://pytorch.org/tutorials/beginner/pytorch with examples.html

A graph is created on the fly

from torch.autograd import Variable

x = Variable(torch.randn(1l, 10))
prev_h = Variable (torch.randn(1, 20))
W_h = Variable(torch.randn (20, 20))

W x = Variable(torch.randn (20, 10))

https://pytorch.org/tutorials/beqinner/basics/intro.html



https://pytorch.org/tutorials/beginner/pytorch_with_examples.html
https://pytorch.org/tutorials/beginner/basics/intro.html

