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Inverse Problems



Inverse problems

Image denoising

Image super-resolution 3D reconstruction 

MRI reconstruction

Coherent diffraction imaging (CDI) 

Inverse problem: given                     ,   recover 



Traditional methods 

Inverse problem: given                     ,   recover 

Questions 
● Which    ?  (e.g., unknown/compound noise) 
● Which    ?  (e.g., structures not amenable to math description) 
● Speed

RegFit



Deep learning has changed everything



With paired datasets 
Direct inversion 

Learn         from 

Algorithm unrolling

Idea: make       trainable  



With paired datasets 
Conditional generation & regularization  

DeblurGAN

SR3

Image credit: https://arxiv.org/abs/2308.09388 

https://arxiv.org/abs/2308.09388


With object datasets only 

GAN Inversion  
Pretraining:

Deployment: 

Model the distribution of the objects first, and then plug the prior in 

Interleaving pretrained diffusion models 

Image credit: https://arxiv.org/abs/2308.09388 

https://arxiv.org/abs/2308.09388


Without datasets? Single-instance methods 



https://arxiv.org/abs/2005.06001 
But focused on linear IPs  

https://arxiv.org/abs/2005.06001


Other specialized surveys 

Focused on alg. unrolling  

Focused on 
single-instance methods 

Focused on theories for 
linear IPs



This talk: 
Solving Inverse Problems (IPs)

Using Pretrained Diffusion Models 



Diffusion models 

≅



Diffusion models for inverse problems (IPs) 

SR3

Image credit: https://arxiv.org/abs/2308.09388 

Supervised Zero-shot 

https://arxiv.org/abs/2308.09388


Focus: IPs with pretrained diffusion models 

Think of conditional score function 

 Conditional reverse SDE 



Coping with conditional score function 

≅

≅



Interleaving methods 



Issue I: Measurement feasibility 



Issue 2: Manifold feasibility 



Issue 3: Robustness to unknown noise 

depending on noise level 



Our solution: DMPlug



Our solution: DMPlug
Viewing the reverse process as a function  

Manifold 
feasibility Measurement  

feasibility 



Overcoming the computational bottleneck 

Issue: T blocks of DNNs 
involved, and we have to 
back-propagate through it 



On linear IPs



On nonlinear IPs 



More on nonlinear IPs



How to achieve robustness to unknown noise? 

Early-learning-then-overfitting (OLTO) 



Early stopping 
based on 
running 
variance 



Robustness to unknown noise 



DMPlug to get everything right 



https://arxiv.org/abs/2405.16749 

The paper (NeurIPS’24) 

https://arxiv.org/abs/2405.16749


DMPlug for video restoration 

Wang et al. Temporal-Consistent Video Restoration with Pre-trained 
Diffusion Models. Forthcoming, 2025 



Train diffusion models in small-data regime? 

Luo et al. Small-Data Flow Matching. Forthcoming, 2025 


