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Why | moved to DL?



{machine learning, data sciences, optimization,
computer vision, image/signal processing, imaging, ...}
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Dictionary Learning Why it works?



{machine learning, data sciences, optimization,

computer vision, image/signal processing, imaging, ...}

(Fourier) phase retrieval:

For a complex signal x € C", given |Fx|, recover x.

Generalized phase retrieval:

For a complex signal @ € C™, given measurements of the form

lajx| for k =1,...,m, recover x.

xray
sample source

mask : !

“gf;;;‘r‘:" Applications: X-ray crystallography,

diffraction imaging, optics, astronomical

imaging, and microscopy

Phase Retrieval

Given yi, = |ajx| for k= 1,...,m, recover  (up to a global
phase).

i
min f(z) = %; i — |agz|?)?

Theorem (Informal, [Sun et al., 2016])
When ay's generic and m large, with high probability

all local minimizers are global, all saddles are nice.

Why it works?



Benign NCVX problems in practice!

All local mins are global, all saddles are strict

Eigenvalue problems (folklore!) ‘ l
Sparsifying dictionary learning [Sun et al., 2015] ; , \
Generalized phase retrieval [Sun et al., 2016]
Orthogonal tensor decomposition [Ge et al., 2015]
Low-rank matrix recovery and completion

[Ge et al., 2016, Bhojanapalli et al., 2016]
Phase synchronization [Boumal, 2016]
Community detection [Bandeira et al., 2016]
Deep/shallow networks [Kawaguchi, 2016,
Lu and Kawaguchi, 2017, Soltanolkotabi et al., 2017]
Sparse blind deconvolution [Zhang et al., 2017]

Algorithms: virtually everything reasonable works!
[Conn et al 2000 Nesterov and Polvak 2006 Goldfarb 1980 lin et al 20171



RL X NCVX

{machine learning, data sciences, optimization,
computer vision, image/signal processing, imaging, ...}

— Representation Learning: learn efficient representation for data

— Nonconvex Optimization: when/how NCVX becomes tractable

RL

Deep. Learn.

®eo®

Hicrarchical Spatio-Temporal Context Modcling: —

| Video R. Phase Retrv. Blind Deconv. ﬁCVX




RLXNCVX — DL




Where to start?

Application-driven

e Limitation of DL: Robustness

e Power of DL: Difficult inverse problems

e Niche area of DL: Medical imaging in Healthcare



Robustnhess of DL



FOOLING THE AL

Deep neural networks (DNNs) are brilliant at image

Adve rsa rla[ RObUStn eSS (A R) recognition — but they can be easily hacked.

These stickers made an
artificial-intelligence
system read this stop
sign as ‘speed limit 45’.

+.007 x =

“panda” noise “gibbon”  Scientists have King penguin
evolved images that

57.7% confidence 99.3% confidence look like abstract .
patterns — but which
DNNs see as familiar
objects.
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Is AR what we care about?

Gaussian Noise Shot Noise Impulse Noise  Defocus Blur Frosted Glass Blur

ey

Natural Robustness?

e Large perturbation
e Naturally occurring

Observed on classification,
_..A - _ detection, segmentation,
Brightness Contrast Elastic Pixelate JPEG reconstruction' generation' etc

Imagenet-C



Defocus Blur Frosted Glass Blur

Open questions

Motion Blur Zoom Blur v Snow Frost Fog

e How to model? Modify? | -

min(% Z max L(f(x+9),y))

¢ (z,y)e D SR () Brightness

Contrast . Elastic Pixelate ' JPEG

e How to solve?



A possible approach: agnostic "denoising’
m(;m E(fe(z)§ 330)- fis a DNN, z is frozen

Deep image prior

Denoising Inpainting
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Self-Validation: Early Stopping for Single-Instance
Deep Generative Priors

DIP: need for early stopping

Taihui Li', Zhong Zhuang?, Hengyue Liang?, Le Peng', Hengkang Wang', and Ju Sun'

'Department of Computer Science and Engineering, University of Minnesota
*Department of Electrical and Computer Engineering, University of Minnesota
{1ixx5027,zhuan143,1iang656,peng0347,wang9881, jusun}@umn.edu
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Other questions on DIP

m@in E(fo(2);x0) .

Which E?

Which DNN model?

Speed?

Initialization?

Task-oriented: do we need perfect denoising?



Inverse Problems



Phase retrieval (PR)

Phase retrieval (PR): Given | F ()|, recover x

spectral factorization: find X (z) so that R(z) = aX (z) X (27') and
X (2z) has all roots inside the unit circle.

(a)

Nanocrystal

3D: (multi-reflection) Bragg CDI



Is phase retrieval (PR) solved?

(Fourier) phase retrieval:

2}

For a complex signal z € C™, given |}_’i¢ jpa—

Generalized phase retrieval:

Fienup: | find it interesting people have tried

For a complex signal = € C™, given | A to analyze Gaussian phase retrieval.

randomness, recover .

Beautiful mathematical results gathered so far
[Chi et al., 2018,
Fannjiang and Strohmer, 2020]

James R Fienup



What's the gap?

Symmetries in Fourier PR:
— translation
— 2D flipping
— global phase

GPR: For a complex signal = € C", given | Azx|* where A
contains randomness, recover .

GPR doesn’t contain the translation and flipping symmetries!
Albert Einstein: Everything should be made as simple as possible,
but no simpler.




DL for Inverse Problems

Given y = f (x), estimate (f may be unknown)

— Traditional

min ¢ (y, f (x)) + AQ (x)

xr

— Modern
* End-to-end: set up {x;,y,} to learn f~1 directly
* Hybrid: replace ¢, €2, or algorithmic components using
learned functions, e.g., plug-and-play ADMM, unrolling
ISTA

— “Modern” works better when “traditional” already works

Recent surveys: [McCann et al., 2017, Lucas et al., 2018,
Arridge et al., 2019, Ongie et al., 2020]



DL for PR

— Hybrid: replace /, €2, or algorithmic components using learned
functions, e.g., plug-and-play ADMM, unrolling ISTA

“modern” works better when traditionally already works

Attempts: [Metzler et al., 2018, Isil et al., 2019], but HIO
needed for initialization

— End-to-end: set up {x;, |Fxz|*} to learn f~! directly
Attempts:
[Goy et al., 2018, Uelwer et al., 2019, Metzler et al., 2020]

with positive initial results



100+
How good are they? -
£ o
Symmetries in Fourier PR: >
— 2D flipping 200!
— global phase
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Why they fail?
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nearby inputs mapped to remote outputs due to symmetries

Approximating (highly) oscillatory functions



Other examples

MRI Reconst.

3D depth from 2D image

(d)



Sol: symmetry breaking

N
(V)

Angle space Phase space

05,

G

o

(@) No Symmetry (b) Flipping Symmetry (c) Shift Symmetry (d) Shift & Fiipping Symmetry

Table 1: Test error using different symmetry schemes Table 2: MSE error

Unlocking Inverse Problems Using Deep Learning:

U-Net-B  U-Net-A (ours)

Breaking Symmetries in Phase Retrieval Method ~ MSE
No Symmetry 0.103 0.103

Flipping Symmetry 0.168 0.162 ALM 0.299

Shift Symmetry 0.249 0.102 U-Net-B  0.249

Shift & Flipping Symmetry 0.248 0.161 U-Net-A  0.160

Kshitij Tayal', Chieh-Hsin Lai’>, Raunak Manekar', Zhong Zhuang?®, Vipin Kumar', Ju Sun'

'Department of Computer Science and Engineering, University of Minnesota, Twin Cities, USA
2School of Mathematics, University of Minnesota, Twin Cities, USA
3Department of Electrical and Computer Engineering, University of Minnesota, Twin Cities, USA



Open problems

— Essential difficulty: use DL to approximate one-to-many
mapping
When there is forward symmetry (this talk)
When the forward mapping under-determined
(super-resolution, 3D structure from a single image)
or Both
— Not only learning difficulty, but also robustness
[Antun et al., 2020, Gottschling et al., 2020]

Original x




Healthcare



The core team (UMN Computer Vision in Healthcare Initiative)

Chris Tignamelli, MD Ju Sun, PhD Gene Melton-Meaux Tadashi.AIIen, MD
(Surgery & IHI) (CS&E&IHI&Neurosur PhD, MD (Radiology)
gery) (Surgery&IHI&Fairview)
Trauma/Critical Care Computer Vision/Al NLP/Informatics Radiology
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Why Al/CV for Medical Imaging (Ml)?

Projected Physician Shortages by 2033

Primary care

Nonprimary care specialties

~ Surgical specialties

-~ Medical specialties

Medical Areas Shortage Range

Between 21,400 and 55,200 physicians

Between 33,700 and 86,700 physicians

Between 17,100 and 28,700 physicians

Between 9,300 and 17 800 physicians

— Other specialties (l.e., pathology, radiology, psychiatry)

Between 17,100 and 41,900 physician

Source: Assoc. American Medical Colleges



Why Al/CV for Medical Imaging(Ml)?

Perils
« Small datasets (often)
+ Unbalanced/biased datasets (almost always)

* (Label-)Noisy datasets (almost always)
~ Promise - confined domains

l.l :
. 8 ,
5
y

Ny - .



What we do?

Decentralized, Collaborative Training Framework Local data & Al models
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COVID-19 Diagnosis and Prognosis Collaborative/federated learning for
(deployed in 12 M Health Fairview H’s) medical imaging

Fracture detection in critical/trauma care




A
Recap of the COVID-19 Project H e

Start (Mar 2020) — i

Deployed in 12 hospitals of M Health Fairview and Epic App Orchard (Nov 2020)
The Diagnostic Model

R
-— X . 0 Segmentation
= ' ‘ e ' ‘ Moduie Deployment
tute 3133 e M Health Fairview CDS: 12 hospitals Epic App Orchard: 450+ customers

126512 PG 246224 %G
Cowid segatve Xeuy rrages “ %'R“"Z'P
. A8 <fid T
. .

16l 45
H Ll

Cowd pontne " 2 ; r— }

Condtona GAN




Academic products

l\rtiﬂcinl Intelligence to Accelerate COVID-19 Identification from Chest X-rays

Ju Sun PhD', Taihui Li MS', Le Peng BS', Dyah Adila BS', Genevieve B. Melton MD

PhD*’, Nicholas Ingraham MD*, Daniel Boley PhD', Basil S. Karam MD’, Tadashi Allen MD",

Rachel Morris MD®, Erich Kummerfeld PhD’#, Christopher Tignanelli MD?*7#

Rethink Transfer Learning in Medical Imaging

No Author Given

No Institute Given

Abstract. Transfer learning (TL) with deep convolutional neural net-
works (DCNNs) has proved successful in medical classification tasks.
However, the practice is puzzling, as medical image classification typi-

Under review in
Radiology Al 2021

Under review in AAAI,
2021



Now: addressing major challenges in CV/Al for Ml

Perils

« Small datasets (often)

« Unbalanced/biased datasets (almost always)
« (Label-)Noisy datasets (almost always)

...  NATIONAL ACADEMY of MEDICINE  Getting more data solves
) most of these problems but...

HOME ABOUT v PROGRAMS v  PUBLICATIONS + NEWS EVENTS + MEMBER HOME

« Privacy
Health Data Sharing to S t Better Out } Security
ea ata Sharing to Support Better Outcomes: - T
Building a Foundat%n of tgkeholder Trust ’ PrOfltablllty

A Special Publication from the National Academy of Medicine



Federated learning (FL) in CV/Al for Ml

Decentralized, Collaborative Training Framework Local data & Al models

RIS -

Central global Al model

A0

I ()

‘ :—@@
l_ :

Central server

M
Repeatedly:

* aggregate local models into globalj
* re-distribute the global model to local




UMN-IU-Emory-UCD-X FL partnership

v Sep 2020: established

v Sep 2020 — Jan 2021: validation of UMN COVID-19 model
v Jan — Mar 2021: FL infrastructure set up

v’ Jan — June 2021: FL testdrive on the COVID-19 model

v/ Jan — June 2022: FL for fracture detection

EXxpect to expand to >=10 partners over next 2 years

UNIVERSITY m lﬁ

INDIANA UNIVERSITY o : :
BLOOMINGTON EMORY UNIVERSITY OF CALIFORNIA

OF MINNESOTA

Driven to Discover UNIVERSITY



Major FL questions

Practical strategies to

e Handle distribution shift (yes, batchnorm hurts..)

e Minimize privacy exposure

e Reduce security concerns (CISCO is in!)



Closing

Application-driven, toward DL theory

e Limitation of DL: Robustness

e Power of DL: Difficult inverse problems

e Niche area of DL: Medical imaging in Healthcare ﬂ
| Theory
Practice ’




