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Success of deep learning (DL) not news anymore 



Robustness issues of DL not news anymore  



Robustness issues across domains/tasks 

Recognition 
Detection 

Name entry
Recognition  



Robustness issues across models 

https://research.ibm.com/publications/foundational-robustness-of-foundation-models 

https://research.ibm.com/publications/foundational-robustness-of-foundation-models


Two kinds of robustness 



Other dimensions in trustworthy AI 

Boldness 



Outline 
● Evaluation of adversarial robustness 

Optimization and Optimizers for Adversarial Robustness  https://arxiv.org/abs/2303.13401 

● Fundamental challenges in evaluating & achieving robustness   

Optimization and Optimizers for Adversarial Robustness  https://arxiv.org/abs/2303.13401 

● Selective prediction 

Margin As An Effective Confidence Score For Selective Classification Under Distribution Shifts 
(Forthcoming) 

● Closing

https://arxiv.org/abs/2303.13401
https://arxiv.org/abs/2303.13401


Robustness evaluation (RE) 
Maximize loss/error 
function

Allowable perturbation Valid image

Valid image On the decision boundary 

Find robustness radius

Report robust accuracy over an evaluation set 



Constrained optimization problems  

Both objective and constraint 
functions are nonconvex in general, 
e.g., when containing DL models  



Projected gradient descent (PGD) for RE

Projection operator

       Reliable evaluation of adversarial robustness with an ensemble of diverse parameter-free attacks. Croce, F.,  Hein, M., ICML 2020

Key hyperparameters:
(1) step size 
(2) iteration number 

Step size 



Problem with projected gradient descent 

Reliable evaluation of adversarial robustness with an ensemble of diverse parameter-free attacks. Croce, F.,  Hein, M., ICML 2020 
https://arxiv.org/pdf/2003.01690.pdf 

Tricky to set: 
iteration number & step size
i.e.,  tricky to decide where to 
stop 

https://arxiv.org/pdf/2003.01690.pdf


Penalty methods for complicated d

Penalty methods

Ref Perceptual adversarial robustness: Defense against unseen threat models. Laidlaw, C., Singla, S., & Feizi, S. https://arxiv.org/abs/2006.12655 

perceptual 
distance

Projection onto the constraint is complicated 

Solve it for each fixed  , and then increase  

https://arxiv.org/abs/2006.12655


Problem with penalty methods 

Ref Optimization and Optimizers for Adversarial Robustness. Liang, H., Liang, B., Peng, L., Cui, Y., Mitchell, T., & Sun, J. arXiv preprint arXiv:2303.13401.

PWCF, an optimizer with 
a principled stopping 
criterion on stationarity 
& feasibility

Penalty methods tend to encounter 
 large constraint violation (i.e., infeasible solution, known in optimization 
theory) or suboptimal solution 

LPA, Fast-LPA: penalty methods      PPGD: Projected gradient descent 



Unreliable optimization = Unreliable RE



Issues and answers 
projected gradient descent penalty methods

Solved with increasing        sequence Issue: no principled stopping criterion
/step size rules Issue: infeasible solution 

● Feasible & stationary solution  Stationarity and feasibility check: 
KKT condition  

● Reasonable speed  Line search & 2nd order methods  

● A hidden problem: nonsmoothness 



A principled solver for 
constrained, nonconvex, 
nonsmooth problems   

Nonconvex, nonsmooth, constrained

Ref Curtis, Frank E., Tim Mitchell, and Michael L. Overton. "A BFGS-SQP method for nonsmooth, nonconvex, constrained optimization and its 
evaluation using relative minimization profiles." Optimization Methods and Software 32.1 (2017): 148-181.

Penalty sequential quadratic programming 
(P-SQP)

Advantage: 2nd order method (BFGS) →  high-precision solution

Principled line search, stationarity/feasibility check 



First general-purpose solver for 
constrained DL problems 

Our PyGranso (and NCVX framework)    
https://ncvx.org/ 

https://ncvx.org/


Strategies to speed up PyGranso for RE

Constraint folding: many 
constraints into few  

Two-stage optimization 



First general-purpose, reliable solver for RE 

Generality

● SOTA methods 
Can mostly only handle several lp metrics (l1,l2,linf)

● PWCF (ours)
Any differentiable metrics and both min and max 
forms 
E.g., perceptual 
distance

Reliability

● SOTA methods 
No stopping criterion (only use 
maxit); step size scheduler

● PWCF (ours)
Principled line-search criterion 
and termination condition



A quick example 



PyGranso has enabled much more 

First general-purpose solver for constrained DL 
problems 

Topology optimization

Imbalanced learning 



Outline 
● Evaluation of adversarial robustness 

Optimization and Optimizers for Adversarial Robustness  https://arxiv.org/abs/2303.13401 

● Fundamental challenges in evaluating & achieving robustness   

Optimization and Optimizers for Adversarial Robustness  https://arxiv.org/abs/2303.13401 

● Selective prediction 

Margin As An Effective Confidence Score For Selective Classification Under Distribution Shifts 
(Forthcoming) 

● Closing 

https://arxiv.org/abs/2303.13401
https://arxiv.org/abs/2303.13401


RE tractable even with PWCF?  

● Assuming 0-1 loss 

● Typical over-specification of   
means there are potentially 
infinitely many solutions, with 
different patterns  



Is the intuition right? 



Is the intuition right? Measured by sparsity levels of the 
perturbations found 



Implications - I  

Take-away: Max-form RE is fundamentally 
intractable, unless a good       is  set—which is hard 

We need to enumerate all possible 
solutions if we want reliable RE using 
max-form  



Implications - II 

Adversarial training 

i.e., data augmentation with adversarial samples 

We need to enumerate all possible patterns of 
adversarial samples if we want to achieve robustness, 
measured by the same d   

Take-away: Adversarial training with the max-form 
augmentation won’t achieve robustness 



Any hopes remaining? 

Take-away: the min–form 
(robustness radius) is 
more promising 



Outline 
● Evaluation of adversarial robustness 

Optimization and Optimizers for Adversarial Robustness  https://arxiv.org/abs/2303.13401 

● Fundamental challenges in evaluating & achieving robustness   

Optimization and Optimizers for Adversarial Robustness  https://arxiv.org/abs/2303.13401 

● Selective prediction 

Margin As An Effective Confidence Score For Selective Classification Under Distribution Shifts 
(Forthcoming) 

● Closing 

https://arxiv.org/abs/2303.13401
https://arxiv.org/abs/2303.13401


We have a long way to go 

https://www.darpa.mil/work-with-us/ai-forward https://www.nsf.gov/pubs/2023/nsf23562/nsf23562.htm 

https://www.darpa.mil/work-with-us/ai-forward
https://www.nsf.gov/pubs/2023/nsf23562/nsf23562.htm


Imperfect AI models can still be deployed 



A crucial component: allowing AI to restrain itself 

No prediction on uncertain samples and defer 
them to humans 

Typically, selection by thresholding prediction 
confidence 



Risk-coverage tradeoff 

High-stakes corner 



Which confidence score? 



But are they good scores?  Scale factor applied to RLs 

Calibration: align the 
outputs with the true 
posterior probs  



Our margin-based scores 
Binary SVMs: Geometric margin: 

Multiclass SVMs: 

Geometric margin: 

Confidence margin: 

Signed dist to the separating 
hyperplane 

Difference of dists between the 
two nearest hyperplanes 

These scores are not affected by the logit 
scaling 



Our margin-based scores 

Confidence margin: 

Geometric margin: 

Apply them to the RLs 

Benefit:  We don’t need to worry about the scale of 



Additional benefit: robustness  



On real data ImageNet  vs ImageNet-C 



Outline 
● Evaluation of adversarial robustness 

Optimization and Optimizers for Adversarial Robustness  https://arxiv.org/abs/2303.13401 

● Fundamental challenges in evaluating & achieving robustness   

Optimization and Optimizers for Adversarial Robustness  https://arxiv.org/abs/2303.13401 

● Selective prediction 

Margin As An Effective Confidence Score For Selective Classification Under Distribution Shifts 
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https://arxiv.org/abs/2303.13401
https://arxiv.org/abs/2303.13401


Closing 

● A long way to 
go for DL 
robustness 

● Selective 
prediction 
crucial for 
deploying 
imperfect AI 


