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Research in the group 

(Machine) Learning, (Numerical) Optimization, (Computer) Vision, healthcarE, + X 



Our research themes

I: Trustworthy AI 

min f(x)    s.t.   g(x) <= 0  

II: Computation for AI

III: AI for Healthcare 

IV: AI for Science and Engineering  
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Le Peng (CS&E, PhD)



Deep learning is mostly for unstructured data

6Credit: https://lawtomated.com/structured-data-vs-unstructured-data-what-are-they-and-why-care/ 

● Structured data directly go to 
classical MLDS tools 

● Success of modern DL lies in 
representation learning 

https://lawtomated.com/structured-data-vs-unstructured-data-what-are-they-and-why-care/


Deep learning is data-hungry 

7Credit: https://arxiv.org/abs/2108.07258  

Credit:  https://dl.acm.org/doi/10.1145/3442188.3445922 

     NLP models 

Credit:  
https://epochai.org/blog/trends-in-training-dataset-sizes

     CV  models 

https://arxiv.org/abs/2108.07258
https://dl.acm.org/doi/10.1145/3442188.3445922
https://epochai.org/blog/trends-in-training-dataset-sizes


Deep learning 
is data-picky
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Need 
well-curated 
datasets for 
training and 
evaluation 



Data poverty and inequality (DPI) in healthcare
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Addressing data poverty—transfer learning 
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Truncated 
transfer learning 
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https://arxiv.org/abs/2106.05152 

Smaller DNN model, boosted performance!

https://arxiv.org/abs/2106.05152


Addressing data poverty—federated learning 
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Traditional distributed learning:
Distribute the computing loads 

While respecting data privacy 

Federated learning:
● Respect data privacy
● Share the intermediate MLDS 

models, not the raw data   

Starting 2020 for 
medical imaging data 



Our medical CV federation
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Status of our CV federation  

✓ (UMN) COVID-19 detection (UF, Emory, IU 
and MHealth Fairview)

✓ (Emory) Racial Bias study (Emory, IU and 
Mhealth Fairview)

❏ (UMN) RibFrac detection (Emory, IU and 
Mhealth Fairview)



FL COVID-19 detection 
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Federated learning (Journal of American Medical 
Informatics Association; 2022) 

FL shows good generalization on 
external validation 

FedBN shows resistance to 
distribution shift



Next: FL for CV + NLP
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Addressing data inequality—imbalanced learning  
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Imbalanced classification (IC)  Imbalanced regression (IR) 



While imbalance learning is challenging?  
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Evaluation metrics ⇒ Learning goals matter!



SOTA methods for IC is 
(substantially?) suboptimal
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Imbalanced learning (NeurIPS’22 Workshop: When Medical 
Imaging Meets NeurIPS)  https://arxiv.org/abs/2210.12234 

Binary Classification Multi-class Classification

Our simple method outperforms SOTA! 

https://arxiv.org/abs/2210.12234


Next: principled learning goals
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