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Abstract—In this work, machine learning methods are applied to high-speed channel modeling for signal integrity analysis. Linear, support vector and deep neural network (DNN) regressions are adopted to predict the eye-diagram metrics, taking advantage of the massive amounts of simulation data gathered from prior designs. The regression models, once successfully trained, can be used to predict the performance of high-speed channels based on various design parameters. The proposed learning-based approach saves complex circuit simulations and substantial domain knowledge altogether, in contrast to alternatives that exploit novel numerical techniques or advanced hardware to speed up traditional simulations for signal integrity analysis. Our numerical examples suggest that both support vector and DNN regressions are able to capture the nonlinearities imposed by transmitter and receiver models in high-speed channels. Overall, DNN regression is superior to support vector regression in predicting the eye-diagram metrics. Moreover, we also investigate the impact of various tunable parameters, optimization methods, and data preprocessing on both the learning speed and the prediction accuracy for the support vector and DNN regressions.
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I. INTRODUCTION

A high-speed, chip-to-chip system-level design as shown in Fig. 1(a) entails intensive simulations prior to manufacturing, for both verification and optimization purposes. In the area of signal integrity, there are two major types of simulation techniques: electromagnetic solvers and circuit simulators [1]. Electromagnetic solvers are often used to extract models for high-speed interconnects such as IC packages, printed circuit boards (PCBs), and connectors. To evaluate the performance at the system level, most high-speed designs use the eye diagram. As shown in Fig. 2, the eye diagram is created by first segmenting and then overlaying the transient waveforms obtained from a circuit simulator. In addition to model extraction, simulations are also performed to predict the impact of manufacturing variances on signal integrity, because variations of design parameters during manufacturing may alter the characteristics of a well-designed high-speed channel. Simulations invariably happen in many iterations and across various design stages. Consequently, substantial amounts of simulation data are generated.

The simulation techniques employed in characterizing high-speed channels for signal integrity can be computationally expensive. There are efforts in utilizing domain decomposition schemes and parallel computing to enhance the efficiency of electromagnetic solvers on model extraction [2], [3]. Model-order reductions techniques are also proposed to achieve a fast frequency sweep in extracting models over a broadband [4], [5]. Moreover, there are approaches to efficiently generating eye diagrams by utilizing shorter data patterns as inputs [6] or using statistical methods [7].

In this paper, we take a different route and propose addressing the efficiency issue by taking advantage of the existing simulation data. A learning-based model is trained on the prior data. Once the training is completed, we obtain a reasonable model characterizing the underlying high-speed channel—performance metrics such as eye height and width.
can be predicted from the trained model for varying design parameters. The proposed approach requires no complex circuit simulations or substantial domain knowledge. The model training can be achieved within a reasonable amount of time over modern computing hardware, and the obtained models can be reused for future designs, which amortizes the training cost. Once the training concludes, prediction can be performed in a highly efficient manner.

We consider eight design parameters for a high-speed channel in this work; they are tabulated in Fig. 1(b). We use eye height and eye width as the performance metrics, which are systematically used to assess the system-level performance of high-speed channels. The technical task here is to predict the eye height and eye width for given design specifications. For a given high-speed channel, suppose there is a deterministic function that maps the design parameters to the eye height (width). The learning problem here is to learn this function from the available data samples. In machine learning term, this is a regression problem.

We study three regression methods in this work, namely, linear regression [8], support vector regression (SVR) [9], and deep neural network (DNN) regression [10]. Due to the nonlinearity imposed by the transmitter and receiver models, linear regression, which assumes a linear model for the underlying function, fails to make accurate predictions of eye height and width. SVR is able to handle nonlinearities with kernel mappings [9], [11], [12]. However, DNN regression is superior to SVR in terms of empirical prediction accuracy.  

Deep neural networks have recently made great progress in selecting relevant results for web search, making recommendations in online shopping, identifying objects in images, and transcribing speeches into texts, to name a few [10], [14]. To model high-speed channels, a DNN takes in raw design parameters as the input and passes them through layers of linear and nonlinear transformations; see Fig. 4. With adequate number of such transformations, the DNN approximates the underlying parameter-performance function reasonably well. The better performance of DNN over SVR observed in our numerical examples may be partly explained by the universal approximation property of DNN [15], which (roughly) says any function with reasonable regularity can be approximated with controlled errors by DNN with appropriate parameters.

II. REGRESSION METHODS

The regression-based learning process specialized to our problem consists of three components [12]: a generator, a supervisor, and a regressor, as shown in Fig. 3. The generator first produces one set of input parameters (see Fig. 1(b)) of a high-speed channel, contained in a vector \( \{x\} \). The supervisor, which acts as a knowledgeable oracle, returns the eye height or width \( y \) corresponding to \( \{x\} \). The learning process is essentially the selection of the right regression function \( f(\{x\},\{\theta\}) \), where \( \{\theta\} \) contains the parameters to be learned, such that the prediction made by \( f \) approximates the value returned by the supervisor uniformly over all possible input \( \{x\} \). The selection is based on a set of \( N \) training examples, denoted as \( \{(x_i,y_i)\} \) for \( i = 1, \ldots, N \). In this section, we describe the three regression methods used in this work, namely, linear, support vector, and DNN regressions.

A. Linear Regression

The linear regression accommodates multiple input parameters of a high-speed channel and predicts its the eye height or eye width through

\[
y = \{\beta\} \{x\}^T + \beta_0,
\]

where \( \{x\} \) represents the input parameters, \( \{\beta\} \) contains the weights, and \( \beta_0 \) is a constant offset. The weights \( \{\beta\} \) and the offset \( \beta_0 \) are chosen by solving the following least-squares problem:

\[
\text{minimize}_{\{\beta\},\beta_0} \sum_{i=1}^{N} (y_i - \hat{y}_i)^2.
\]

In other words, one seeks to minimize the total squared prediction errors over the training examples. This optimization problem can be reliably solved to large scales (i.e., when more design parameters are considered such that \( \{x\} \) is a huge vector) by mature numerical solvers [16].

B. Support Vector Regression

In \(\varepsilon\)-SVR [11], [12], instead of minimizing the total squared errors, one hopes to make the prediction errors uniformly bounded by a parameter \(\varepsilon > 0\), meanwhile to keep the model as “simple” as possible. We start with the case when the prediction model is still linear, i.e.,

\[
y = \{w\} \{x\}^T + b,
\]

where \( \{w\} \) represents weights and \( b \) denotes the bias term. To promote the model simplicity, one can minimize the quadratic function

\[
E = \frac{1}{2} \{w\} \{w\}^T.
\]

To ensure bounded prediction errors by \(\varepsilon\), we require

\[
|y_i - \left(\{w\} \{x_i\}^T + b\right)| \leq \varepsilon, \quad \forall \, i.
\]
Together, we arrive at a convex optimization problem

\[
\begin{align*}
\text{minimize}_{(w),b,\xi,\zeta} & \quad \frac{1}{2} \{w\}^T w + C \sum_{i=1}^{N} (\xi_i + \zeta_i) \\
\text{subject to} & \quad y_i - \{w\}^T \{x_i\} - b \leq \varepsilon + \xi_i, \forall i, \\
& \quad \{w\}^T \{x_i\} + b - y_i \leq \varepsilon + \zeta_i, \forall i, \\
& \quad \xi_i \geq 0, \zeta_i \geq 0, \forall i,
\end{align*}
\]

where \(C\) is a tunable parameter to the optimization.

For the above constrained convex optimization problem, by introducing Lagrange multipliers to handle the inequality constraints and after simplification [11], we arrive at the dual problem:

\[
\begin{align*}
\text{maximize} & \quad g(\{\alpha\}, \{\beta\}) \\
\text{subject to} & \quad \sum_{i=1}^{N} \alpha_i = \sum_{i=1}^{N} \beta_i, \alpha_i, \beta_i \in [0, C] \forall i,
\end{align*}
\]

where the dual objective function is

\[
g(\{\alpha\}, \{\beta\}) = -\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} (\alpha_i - \beta_i)(\alpha_j - \beta_j) \{x_i\} \{x_j\}^T - \varepsilon \sum_{i=1}^{N} (\alpha_i + \beta_i) + \sum_{i=1}^{N} y_i (\alpha_i - \beta_i).
\]  

The prediction linear function in (3) can be written in terms of \(\alpha\) and \(\beta\):

\[y = \sum_{i=1}^{N} (\alpha_i - \beta_i) \{x_i\} \{x\}^T + b.\]

Maximization of the dual objective function in Equation (9) depends on the input vectors only through inner products of the form \(\{x_i\} \{x\}^T\). Similarly, the final prediction in Equation (10) also depends on the input data only through inner products \(\{x_i\} \{x\}^T\). To empower SVR to handle nonlinearity, a natural idea is to map the input vectors \(\{x_i\}\) to a high-dimensional feature space through a nonlinear mapping, denoted as \(\Phi(\{x_i\})\), and then feed these mapped vectors \(\Phi(\{x_i\})\) into the linear model in Equation (3). This consequently changes the inner product terms in Equations (9) and (10) as:

\[
\begin{align*}
\{x_i\} \{x_j\}^T & \rightarrow \Phi(\{x_i\}) \Phi(\{x_j\})^T, \forall i,j, \\
\{x_i\} \{x\}^T & \rightarrow \Phi(\{x_i\}) \Phi(\{x\})^T, \forall i.
\end{align*}
\]

Due to the alluded sole dependency of Equations (9) and (10) on inner products, the kernel trick in SVR works by directly defining an explicit kernel function \(K\) such that

\[
K(\{x\}, \{x'\}) = \Phi_K(\{x\}) \Phi_K(\{x'\})^T \forall \{x\}, \{x'\}
\]

for a certain implicit nonlinear feature mapping \(\Phi_K\). Applying the kernel trick, the dual objective function in Equation (9) becomes

\[
-\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} (\alpha_i - \beta_i)(\alpha_j - \beta_j) K(\{x_i\}, \{x_j\}) - \varepsilon \sum_{i=1}^{N} (\alpha_i + \beta_i) + \sum_{i=1}^{N} y_i (\alpha_i - \beta_i)
\]

and the prediction model in Equation (3) becomes

\[
y = \sum_{i=1}^{N} (\alpha_i - \beta_i) K(\{x_i\}, \{x\}) + b.
\]

The kernel trick avoids explicit calculation of the feature mapping and works by direct mapping to inner products. This often results in computational saving and allows implicit mapping into very high- or even infinite-dimensional spaces [17]. The resulting problem is convex and can be solved up to considerably large scales with specialized solvers; see, e.g., [18].

We study three kernels in this paper, namely, linear, polynomial, and Gaussian kernels. The linear kernel mapping is simply the identity mapping. An inhomogeneous polynomial kernel of degree \(d\) can be written as

\[
K(\{x\}, \{x'\}) = \left(1 + \{x\}^T \{x'\}\right)^d.
\]

A Gaussian kernel is in the following form

\[
K(\{x\}, \{x'\}) = \exp(-\frac{||\{x\} - \{x'\}||^2}{2\sigma^2}),
\]

where \(\sigma\) determines the bandwidth of the kernel that is tunable. The Gaussian kernel induces an implicit mapping that maps the input vectors into an infinite-dimensional space.

**C. DNN Regression**

As shown in Fig. 4(a), a feedforward neural network consists of many connected nodes in multiple layers. The number of nodes belonging to individual layers can be lumped into a vector \(L = (L^1, L^2, \ldots, L^n, L^\text{out})\) where \(L^1, L^n, L^\text{out}\) denote the number of nodes in the input layer, the \(h\)th hidden layer, and the output layer, respectively. The input to the \(h\)th hidden layer can be found through

\[
\{z^h\} = \{z^{h-1}\} [W^h],
\]

where the \(L^{-1} \times L^h\) matrix \([W^h]\) contains the weights mapping output of the \((h-1)\)th layer to input of the \(h\)th layer. The output vector \(x^h\) of the \(h\)th hidden layer is obtained as

\[
x^h = f_a (\{z^h\} + \{b^h\}),
\]

where \(f_a\) is a predefined scalar-to-scalar function that acts element-wise on the vector \(\{z^h\}\). Such \(f_a\) is called the
Fig. 4: (a) A feedforward neural network typically consists of one input layer, several hidden layers, and one output layer; (b) a node connects the \((h - 1)\)th layer to the \(h\)th layer. The \(w\)'s and \(b\) are the weights, and \(f_a\) is the activation function.

activation function. The output from the final layer, i.e., \(\{x^{\text{out}}\}\), is the prediction \(\{\hat{y}\}\). It is possible to return a vector directly; in this paper, for simplicity, we focus on returning a scalar value, i.e., when the output layer only consists of a single node.

The forms of nonlinear activation function considered in this work include the rectified linear unit or ReLU [19]
\[
f_a(z) = \max \{0, z\},
\]  
(20)

the hyperbolic tangent
\[
f_a(z) = \frac{e^z - e^{-z}}{e^z + e^{-z}},
\]  
(21)

and the sigmoid function
\[
f_a(z) = \frac{1}{1 + e^{-z}}.
\]  
(22)

Based on the input vector \(\{x_i\}\), the described feedforward mechanism predicts the eye height or width \(\{\hat{y}_i\}\), which differs from the true \(\{y_i\}\) by
\[
\{e_i\} = \{y_i\} - \{\hat{y}_i\}.
\]  
(23)

To make \(\{\hat{y}_i\}\) a good approximation of \(\{y_i\}\) uniformly over the training examples, one minimizes the cost function
\[
E = \frac{1}{2} \sum_{i=1}^{N} \{e_i\}^T \{e_i\}.
\]  
(24)

Fig. 5: Comparison of the three different regression methods in handling the nonlinearity imposed by the transmitter model.

The weights stored in matrices \([W^h]\) and vectors \(\{b^h\}\) are the optimization variables. To find a local minimum of the cost function, the stochastic gradient descent (SGD) method is used, i.e.,
\[
[W^h] = [W^h] - \gamma \widehat{\nabla}_{[W^h],\{b^h\}} E, \quad \forall h = 1, \ldots, n, \text{ & out}
\]  
(25)

where \(\widehat{\nabla}_{[W^h],\{b^h\}} E\) is a stochastic approximation to the true gradient to \(\nabla_{[W^h],\{b^h\}} E\), and \(\gamma\) is called the learning rate, or the step size parameter. The stochastic gradients \(\widehat{\nabla}_{[W^h],\{b^h\}} E\) are computed efficiently by the back-propagation method.

III. NUMERICAL EXAMPLES

In this section, we first evaluate the three regression methods in terms of their capability of handling the nonlinearities present in the high-speed channels. We then focus on SVR and DNN regression and investigate their performances in eye height and width prediction. As both SVR and DNN regression have many tunable components and parameters, we also empirically study the impact of kernel selection on SVR, and likewise, activation function and optimization methods on DNN regression. Representation and quality of data are the key determining factors on the effectiveness of machine learning methods for practical problems [20]. Our experiments demonstrate that data preprocessing affects the convergence speeds of numerical optimization methods on both SVR and DNN regression—when maximum number of iterations is enforced, this translates into different prediction accuracies at the last iteration. Our implementation of SVR is based on the scikit-learn [21] package, and DNN regression on the TensorFlow [22] package.

A. Comparison on Capability of Handling Nonlinearities

To generate the training set, we sweep the pre-emphasis level on the transmitter side while fixing the remaining input parameters and record the eye height. This simplifies the multivariate regression problem into a univariate one. The training
set thus contains only 10 examples, corresponding to all admissible pre-emphasis levels (Fig. 5). Linear regression cannot handle nonlinearities, which is evident from its formulation and the demonstration in Fig. 5—the predicted eye heights by linear regression deviate significantly from the truth. Both SVR and DNN regression achieve excellent accuracy in eye-height prediction in the presence of nonlinearities. The DNN regression uses two hidden layers, each with 100 nodes. SVR with different kernels can handle nonlinearities of different forms and scales. As shown in Fig. 6, only Gaussian-kernel SVR successfully handles the nonlinearity in this numerical example. Therefore, it is critical to select an appropriate kernel in order for SVR to accurately model the high-speed channel.

### B. Performance of the DNN Regression

Fig. 6: Performance of SVR in eye-height prediction with different kernels. The polynomial kernel has degree three.

![Image of SVR performance](image)

In this section, we consider all the input parameters tabulated in Fig. 1(b) and investigate the performance of DNN regression for the complete multivariate regression.

A DNN is first trained to predict the eye height. The training, validation, and test sets contain 717, 48, and 476 examples, respectively. The DNN has three hidden layers of 100, 300, and 200 nodes, respectively. The learning rate is chosen as 0.01 and the batch size is 25. The maximum number of iterations is set to 4000. The eye height in the data set varies from 148 to 253 mV. Table I shows the prediction performance measured by the root-mean-square error (RMSE) and the maximum relative error. The RMSE is defined as

$$\text{RMSE} = \sqrt{\frac{1}{N} \text{RSS}},$$

where RSS is the least-squares objective function defined in Equation (2) and $N$ is the number of examples. Several variants of the SGD method are available; they often have different convergence speeds. With our pre-specified maximum number of iterations, the different convergence speeds may translate into different prediction accuracies. We test three variants: the plain SGD (GradientDescentOptimizer in TensorFlow), the momentum variant (MomentumOptimizer in TensorFlow), and the RMSProp variant (RMSPropOptimizer in TensorFlow) [23]. The RMSE on the training set with plain SGD is 3.1 mV and 3.4 mV on the test set. When the momentum variant is used, the RMSE on the training set is reduced to 1.9 mV and to 2.7 mV on the test set. Figure 7 depicts the relative errors of the predicted eye heights on the test set, and the majority are below 3%.

Another DNN is trained to predict the eye width. The eye width is measured in unit intervals (UI)—one UI is defined as one data bit-width. The training, validation, and test sets contain 509, 35, and 203 examples, respectively. This DNN has seven hidden layers of 10, 20, 20, 30, 20, 20, and 10 nodes, respectively. The batch size is changed to 15. The eye width varies from 0.21 to 0.37 UI in the data set. From Table II, the RMSE with the momentum method is 0.006 UI on the training set and 0.008 UI on the test set, and the maximum relative errors in both training and test sets are less than 10%.

Fig. 7: Relative errors of the predicted eye heights from the DNN regression on the test set.

![Image of relative errors](image)

Fig. 8: Evolution of the RMSE of the predicted eye height with respect to the iteration index with the DNN regression. The three variants of SGD used in this paper are compared.

![Image of RMSE evolution](image)

In this section, we consider all the input parameters tabulated in Fig. 1(b) and investigate the performance of DNN regression for the complete multivariate regression.
### TABLE I: Accuracy of predicted eye heights from the DNN regression.

<table>
<thead>
<tr>
<th></th>
<th>Gradient Descent</th>
<th>Momentum</th>
<th>RMSProp</th>
</tr>
</thead>
<tbody>
<tr>
<td>On Training Set</td>
<td>RMSE (mV)</td>
<td>3.1</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>Maximum Relative Error (%)</td>
<td>6.2</td>
<td>4.1</td>
</tr>
<tr>
<td>On Test Set</td>
<td>RMSE (mV)</td>
<td>3.4</td>
<td>2.7</td>
</tr>
<tr>
<td></td>
<td>Maximum Relative Error (%)</td>
<td>5.9</td>
<td>6.1</td>
</tr>
</tbody>
</table>

### TABLE II: Accuracy of predicted eye widths from the DNN regression. A unit interval (UI) is defined as one data bit-width, regardless of data rate. Eye width is measured in the UI.

<table>
<thead>
<tr>
<th></th>
<th>Gradient Descent</th>
<th>Momentum</th>
<th>RMSProp</th>
</tr>
</thead>
<tbody>
<tr>
<td>On Training Set</td>
<td>RMSE (UI)</td>
<td>0.006</td>
<td>0.006</td>
</tr>
<tr>
<td></td>
<td>Maximum Relative Error (%)</td>
<td>7.9</td>
<td>8.1</td>
</tr>
<tr>
<td>On Test Set</td>
<td>RMSE (UI)</td>
<td>0.008</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>Maximum Relative Error (%)</td>
<td>10.6</td>
<td>9.3</td>
</tr>
</tbody>
</table>

### TABLE III: Accuracy of predicted eye heights from the SVR. Three different kernels are compared and the polynomial kernel has degree three. The results shown here are after standardization is applied to the data set.

<table>
<thead>
<tr>
<th></th>
<th>Gaussian</th>
<th>Polynomial</th>
<th>Linear</th>
</tr>
</thead>
<tbody>
<tr>
<td>On Training Set</td>
<td>RMSE (mV)</td>
<td>2.5</td>
<td>17.2</td>
</tr>
<tr>
<td></td>
<td>Maximum Relative Error (%)</td>
<td>6.2</td>
<td>20.7</td>
</tr>
<tr>
<td>On Test Set</td>
<td>RMSE (mV)</td>
<td>5.7</td>
<td>16.7</td>
</tr>
<tr>
<td></td>
<td>Maximum Relative Error (%)</td>
<td>10.2</td>
<td>19.5</td>
</tr>
</tbody>
</table>

### TABLE IV: Accuracy of predicted eye widths from the SVR with three different kernels. A unit interval (UI) is defined as one data bit-width, regardless of data rate. Eye width is measured in the UI. The results shown here are after standardization is applied to the data set.

<table>
<thead>
<tr>
<th></th>
<th>Gaussian</th>
<th>Polynomial</th>
<th>Linear</th>
</tr>
</thead>
<tbody>
<tr>
<td>On Training Set</td>
<td>RMSE (UI)</td>
<td>0.008</td>
<td>0.02</td>
</tr>
<tr>
<td></td>
<td>Maximum Relative Error (%)</td>
<td>12.8</td>
<td>41.3</td>
</tr>
<tr>
<td>On Test Set</td>
<td>RMSE (UI)</td>
<td>0.04</td>
<td>0.038</td>
</tr>
<tr>
<td></td>
<td>Maximum Relative Error (%)</td>
<td>23.4</td>
<td>22.8</td>
</tr>
</tbody>
</table>

Optimization parameters are tuned based on the hyperbolic tangent activation and plain SGD. For the comparison, these parameters are fixed and only the optimization methods are replaced each time. The momentum variant works by accumulating gradient information across iterations, and the RMSProp variant works by modifying the gradient and adaptively tuning the learning rates. Our experiment suggests these heuristics indeed lead to faster convergence.

Data preprocessing also influences the convergence speed. In the above experiments, individual input parameters were “standardized” to have zero mean and unit variance:

$$x_{\text{new}} = \frac{x - \mu}{\sigma},$$  \hspace{1cm} (27)

where $\mu$ and $\sigma$ are the empirical mean and standard deviation of the individual parameters, respectively. We compare this type of preprocessing with data normalization

$$x_{\text{new}} = \frac{x - x_{\text{min}}}{x_{\text{max}} - x_{\text{min}}} (\alpha_{\text{max}} - \alpha_{\text{min}}) + \alpha_{\text{min}},$$ \hspace{1cm} (28)

which rescales the individual parameters into the interval $[\alpha_{\text{min}}, \alpha_{\text{max}}]$. Here $x_{\text{min}}$ and $x_{\text{max}}$ denote the minimum and maximum values of the original data, respectively. Figure 9 compares the impacts of data standardization, data normalization, and primitive input on the convergence speed. Both data standardization and normalization significantly speed up the convergence.
Finally, we study the impact of different activation functions. Again, the network architecture and optimization parameters are tuned based on the hyperbolic tangent activation and plain SGD, with the activation functions being replaced each time. Figure 10 shows that the hyperbolic tangent and ReLU enjoy faster convergence than the other two activation functions.

C. Performance of the SVR

We adopt the same training, validation, and test sets in the previous section to analyze the prediction accuracy of SVR. The maximum number of iterations is set to 4000. As shown in Table III, the SVR with Gaussian kernel achieves a maximum relative error of 10.2% on the test set in eye-height prediction, which is higher than that of the DNN regression. The instance-wise relative errors of the predicted eye heights with the SVR is depicted in Fig. 11. The relative errors for the majority of examples in the test set are below 6%. Similarly, for eye-width prediction as shown in Table IV, the Gaussian-kernel SVR has a maximum relative error of 23.4%, in contrast to the 10.6% by the DNN regression.

As for the impact of different kernels, the polynomial-kernel SVR does not make satisfactory predictions on eye height and the maximum relative error is as high as 19.5% on test set. The linear SVR cannot handle the nonlinearities imposed by the transmitter and receiver model, which is also shown in Tables III and IV.

We also study the sensitivity of the convergence speed on SVR with respect to data preprocessing. We focus on the Gaussian-kernel SVR due to its superior prediction accuracy as compared to other kernel choices. Figure 12 depicts the evolution of the RMSE of the predicted eye height with respect to the iteration index. The Gaussian-kernel SVR appears to be insensitive to data standardization in our experiment, as the evolution curves with and without the data standardization roughly align with each other. However, data normalization substantially slows down the convergence—in fact, empirically the Gaussian-kernel SVR seems to take forever to converge after the normalization.
In this work, we propose using machine learning methods to predict eye-diagram metrics of high-speed channels for signal integrity analysis. Regression models are learned based on the large amount of prior simulation data. Once the learning is completed, the learned models can be used to predict the eye height and the eye width in future designs. This learning-based approach requires no substantial domain knowledge and meanwhile saves complex and expensive circuit simulations. Through numerical examples, we studied three regression methods including linear, support vector, and DNN regressions on their capability of handling nonlinearities in the high-speed channels. We also studied the impacts of various tunable parameters including kernels in SVR, activation functions and optimization methods in DNN regression, and two data preprocessing schemes on the convergence speed at training and the prediction accuracy at testing.

Machine learning methods open an array of opportunities for signal integrity analysis. As an immediate extension, the regression problem considered in this paper can be directly formed as a classification problem, because eye masks are readily available in many standard high-speed interfaces and hence the pass or fail labels are known. Another possibility is to extend the current learning framework to analyze the four-level pulse amplitude modulation (PAM-4) signaling, which is the leading contender for implementing high-speed channels with 56 Gbps throughput and higher. In practice, simulation data are gathered over time as the design cycle progresses. Therefore, it may be more appropriate to adopt an online learning setting in which the channel models are being gradually improved as new data become available. Finally, provided that adequate design data could be gathered, it is plausible to consider an “inverse design” setting, in which the target channel performance is specified and possible design parameter combinations are suggested by learning models.
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